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MODULE-1   PRINCIPLES OF COMBINATION LOGIC 
 

 

 

 

 

1.1 COMBINATIONAL LOGIC  

 Introduction Logic circuit may be classified into two categories  

1. Combinational logic circuits   

2. Sequential logic circuits  

 A combinational logic circuit contains logic gates only but does not contain storage elements. 

A sequential logic circuit contains storage elements in addition to logic gates. When logic gates 

are connected together to give a specified output for certain specified combination of input 

variables, with no storage involved, the resulting network is known as combinational logic 

circuit.   

In combinational logic circuit the output level is at all times dependent on the combination of 

input level. The block diagram is shown   

  

  

  

Fig : Block diagram of Combinational circuit 

 The combinational logic circuit with memory elements(s) is called sequential logic circuit. It 

consists of a combinational circuit to which memory elements are connected to form a feedback 

path. The memory elements are devices, capable of storing binary information within them. 

The block diagram is shown.   

  

             External inputs                                                            outputs from combinational circuit 

  

  

  

 Outputs from memory                                       

elements 

  

Fig : Block diagram of Sequential circuit 

Combinational logic circuit 

(logic gates only) 

Combinational 

circuit 

Memory 

elements 

Definition of combinational logic, Canonical forms, Generation of switching equations from 

truth tables, Karnaugh maps-2,3,4variables, Quine-McCluskey Minimization Technique, 

Quine-McCluskey using don’t care terms. 
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By block diagram, it can be said that the output(s) of sequential logic circuit is (are) dependent 

not only on external input(s) but also on the present state of the memory element(s). The next 

state of the memory element(s) is also dependent on external input and the present state.  

Applications Logic gates find wide applications in Calculators and computers, digital 

measuring techniques, digital processing of communications, musical instruments, games and 

domestic appliances etc, for decision making in automatic control of machines and various 

industrial processes and for building more complex devices such as binary counters etc. 

Laws and Rules of Boolean Algebra 

• Laws of Boolean Algebra 

 The basic laws of Boolean algebra-the commutative laws for addition and multiplication, the 

associative laws for addition and multiplication, and the distributive law-are the same as in 

ordinary algebra. 

The commutative law  A+B = B+A 

A.B = B.A 

The associative law    A + (B + C) = (A + B) + C 

A(BC) = (AB)C 

Distributive Law        A(B + C) = AB + AC 

• Rules of Boolean Algebra 

 

 

(Referring to the table above)  

Proof Rule 10:   A + AB = A 

 This rule can be proved by applying the distributive law, rule 2, and rule 4 as follows: 

 A + AB = A (1 + B)         Factoring (distributive law)     

               = A. l                     Rule 2: (1 + B) = 1     

               = A                         Rule 4: A. 1 = A 

Rule 11.  

A + AB = A + B  

This rule can be proved as follows:  

A + AB = (A + AB) + AB              Rule 10: A = A + AB  
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              = (AA + AB) + AB    Rule 7: A = AA   

              =AA +AB +AA +AB             Rule 8: adding AA = 0   

              = (A + A) (A + B)                  Factoring  

              = 1. (A + B)                            Rule 6: A + A = 1  

              =A + B                                    Rule 4: drop the 1 

 

Rule 12. (A + B) (A + C) = A + BC  

This rule can be proved as follows:   

(A + B) (A + C) = AA + AC + AB + BC Distributive law           

    = A + AC + AB + BC  Rule 7: AA = A             

 = A (1 + C) + AB + BC  Rule 2: 1 + C = 1            

    = A. 1 + AB + BC   Factoring (distributive law)                

    = A (1 + B) + BC   Rule 2: 1 + B = 1             

    = A. 1 + BC    Rule 4: A. 1 = A                           

      = A + BC 

 

DEMORGAN'S THEOREMS 

 

The complement of a product of variables is equal to the sum of the individual complements 

of the variables. 

𝑋. 𝑌̅̅ ̅̅ ̅ = 𝑋̅ + 𝑌̅ 

The complement of a sum of variables is equal to the product of the individual complements 

of the variables. 

𝑋 + 𝑌̅̅ ̅̅ ̅̅ ̅̅ = 𝑋̅. 𝑌̅ 

 

1.2. CANONICAL FORMS AND NORMAL FORMS 

We will get four Boolean product terms by combining two variables x and y with logical AND 

operation. These Boolean product terms are called as min terms or standard product terms. The 

min terms are x’y’, x’y, xy’ and xy. 

Similarly, we will get four Boolean sum terms by combining two variables x and y with logical 

OR operation. These Boolean sum terms are called as Max terms or standard sum terms. 

The Max terms are x+y, x+y’, x’+y and x’+y’. 

The following table shows the representation of min terms and MAX terms for 2 variables. 

x y Min terms Max terms 

0 0 m0=x’y’ M0=x+y 

0 1 m1=x’y M1=x+y’ 

1 0 m2=xy’ M2=x’+y 



DEPARTMENT OF ECE, SVIT                                         DIGITAL SYSTEM DESIGN USING VERILOG (21EC32) 

Pavithra G S, Assistant Professor, pavithra.gs@saividya.ac.in 

Pg. 4 
 

1 1 m3=xy M3=x’+y’ 

 

If the binary variable is ‘0’, then it is represented as complement of variable in min term and 

as the variable itself in Max term. Similarly, if the binary variable is ‘1’, then it is represented 

as complement of variable in Max term and as the variable itself in min term. 

From the above table, we can easily notice that min terms and Max terms are complement of 

each other. If there are ‘n’ Boolean variables, then there will be 2n min terms and 2n Max 

terms. 

1.3 GENERATION OF SWITCHING EQUATION FROM TRUTH TABLE 

Canonical SoP and PoS forms 

A truth table consists of a set of inputs and output(s). If there are ‘n’ input variables, then there 

will be 2n possible combinations with zeros and ones. So the value of each output variable 

depends on the combination of input variables. So, each output variable will have ‘1’ for some 

combination of input variables and ‘0’ for some other combination of input variables. 

Therefore, we can express each output variable in following two ways. 

• Canonical SoP form 

• Canonical PoS form 

Canonical SoP form (Minterm canonical form) 

Canonical SoP form means Canonical Sum of Products form. In this form, each product term 

contains all literals. So, these product terms are nothing but the min terms. Hence, canonical 

SoP form is also called as sum of min terms form. 

First, identify the min terms for which, the output variable is one and then do the logical OR 

of those min terms in order to get the Boolean expression (function) corresponding to that 

output variable. This Boolean function will be in the form of sum of min terms. 

Follow the same procedure for other output variables also, if there is more than one output 

variable. 

Example: 

Consider the following truth table. 

Inputs Output 

p q r F 

0 0 0 0 
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0 0 1 0 

0 1 0 0 

0 1 1 1 

1 0 0 0 

1 0 1 1 

1 1 0 1 

1 1 1 1 

 

Here, the output (f) is ‘1’ for four combinations of inputs. The corresponding min terms are 

p’qr, pq’r, pqr’, pqr. By doing logical OR of these four min terms, we will get the Boolean 

function of output (f). 

Therefore, the Boolean function of output is, f=p’qr + pq’r + pqr’ + pqr. This is the canonical 

SoP form of output, f. We can also represent this function in following two notations. 

f=m3+m5+m6+m7 

f=∑m(3,5,6,7) 

In one equation, we represented the function as sum of respective min terms. In other equation, 

we used the symbol for summation of those min terms. 

Canonical PoS form (Maxterm canonical form) 

Canonical PoS form means Canonical Product of Sums form. In this form, each sum term 

contains all literals. So, these sum terms are nothing but the Max terms. Hence, canonical PoS 

form is also called as product of Max terms form. 

First, identify the Max terms for which, the output variable is zero and then do the logical 

AND of those Max terms in order to get the Boolean expression (function) corresponding to 

that output variable. This Boolean function will be in the form of product of Max terms. 

Follow the same procedure for other output variables also, if there is more than one output 

variable. 

Example 

Consider the same truth table of previous example. Here, the output (f) is ‘0’ for four 

combinations of inputs. The corresponding Max terms are p+q+r, p+q+r’, p+q’+r, p’+q+r. By 

doing logical AND of these four Max terms, we will get the Boolean function of output (f). 
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Therefore, the Boolean function of output is, f=(p+q+r).(p+q+r’).(p+q’+r).(p’+q+r). This is 

the canonical PoS form of output, f. We can also represent this function in following two 

notations. 

f=M0.M1.M2.M4 

f=∏M(0,1,2,4) 

In one equation, we represented the function as product of respective Max terms. In other 

equation, we used the symbol for multiplication of those Max terms. 

The Boolean function, f=(p+q+r).(p+q+r’).(p+q’+r).(p’+q+r) is the dual of the Boolean 

function, f=p’qr + pq’r + pqr’ + pqr. 

Therefore, both canonical SoP and canonical PoS forms are Dual to each other. Functionally, 

these two forms are same. Based on the requirement, we can use one of these two forms. 

Standard SoP and PoS forms 

We discussed two canonical forms of representing the Boolean output(s). Similarly, there are 

two standard forms of representing the Boolean output(s). These are the simplified version of 

canonical forms. 

• Standard SoP form 

• Standard PoS form 

We will discuss about Logic gates in later chapters. The main advantage of standard forms is 

that the number of inputs applied to logic gates can be minimized. Sometimes, there will be 

reduction in the total number of logic gates required. 

Standard SoP form 

Standard SoP form means Standard Sum of Products form. In this form, each product term 

need not contain all literals. So, the product terms may or may not be the min terms. Therefore, 

the Standard SoP form is the simplified form of canonical SoP form. 

We will get Standard SoP form of output variable in two steps. 

• Get the canonical SoP form of output variable 

• Simplify the above Boolean function, which is in canonical SoP form. 

Follow the same procedure for other output variables also, if there is more than one output 

variable. Sometimes, it may not possible to simplify the canonical SoP form. In that case, both 

canonical and standard SoP forms are same. 
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Example 

Convert the following Boolean function into Standard SoP form. 

f=p’qr + pq’r + pqr’ + pqr 

The given Boolean function is in canonical SoP form. Now, we have to simplify this Boolean 

function in order to get standard SoP form. 

Step 1 − Use the Boolean postulate, x + x = x. That means, the Logical OR operation with 

any Boolean variable ‘n’ times will be equal to the same variable. So, we can write the last 

term pqr two more times. 

⇒ f= p’qr + pq’r + pqr’ + pqr + pqr + pqr 

Step 2 − Use Distributive law for 1st and 4th terms, 2nd and 5th terms, 3rdand 6th terms. 

⇒ f= qr(p’ + p) + pr(q’+q) + pq(r’+r) 

Step 3 − Use Boolean postulate, x + x’ = 1 for simplifying the terms present in each 

parenthesis. 

⇒ f= qr(1) + pr(1) + pq(1) 

Step 4 − Use Boolean postulate, x.1 = x for simplifying above three terms. 

⇒ f= qr + pr + pq 

⇒ f= pq + qr + pr 

This is the simplified Boolean function. Therefore, the standard SoP formcorresponding to 

given canonical SoP form is f= pq + qr + pr 

Standard PoS form 

Standard PoS form means Standard Product of Sums form. In this form, each sum term need 

not contain all literals. So, the sum terms may or may not be the Max terms. Therefore, the 

Standard PoS form is the simplified form of canonical PoS form. 

We will get Standard PoS form of output variable in two steps. 

• Get the canonical PoS form of output variable 

• Simplify the above Boolean function, which is in canonical PoS form. 
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Follow the same procedure for other output variables also, if there is more than one output 

variable. Sometimes, it may not possible to simplify the canonical PoS form. In that case, both 

canonical and standard PoS forms are same. 

Example 

Convert the following Boolean function into Standard PoS form. 

f=(p+q+r).(p+q+r’).(p+q’+r).(p’+q+r) 

The given Boolean function is in canonical PoS form. Now, we have to simplify this Boolean 

function in order to get standard PoS form. 

Step 1 − Use the Boolean postulate, x.x=x. That means, the Logical AND operation with any 

Boolean variable ‘n’ times will be equal to the same variable. So, we can write the first term 

p+q+r two more times. 

⇒ f=(p+q+r).(p+q+r).(p+q+r).(p+q+r’).(p+q’+r).(p’+q+r) 

Step 2 − Use Distributive law, x + (y.z) = (x+y).(x+z) for 1st and 4thparenthesis, 2nd and 

5th parenthesis, 3rd and 6th parenthesis. 

⇒ f=(p+q+rr’).(p+r+qq’).(q+r+pp’) 

Step 3 − Use Boolean postulate, x.x’=0 for simplifying the terms present in each parenthesis. 

⇒ f=(p+q+0).(p+r+0).(q+r+0) 

Step 4 − Use Boolean postulate, x+0=x for simplifying the terms present in each parenthesis 

⇒ f=(p+q).(p+r).(q+r) 

⇒ f=(p+q).(q+r).(p+r) 

This is the simplified Boolean function. Therefore, the standard PoS formcorresponding to 

given canonical PoS form is f=(p+q).(q+r).(p+r). This is the dual of the Boolean function, 

f=pq+qr+pr. 

Therefore, both Standard SoP and Standard PoS forms are Dual to each other. 

1.4. K-MAPS FOR  2 TO 5 VARIABLES 

We have simplified the Boolean functions using Boolean postulates and theorems. It is a time-

consuming process and we have to re-write the simplified expressions after each step. 
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To overcome this difficulty, Karnaugh introduced a method for simplification of Boolean 

functions in an easy way. This method is known as Karnaugh map method or K-map method. 

It is a graphical method, which consists of 2n cells for ‘n’ variables. The adjacent cells are 

differed only in single bit position. 

K-Map method is most suitable for minimizing Boolean functions of 2 variables to 5 variables. 

Now, let us discuss about the K-Maps for 2 to 5 variables one by one. 

2 Variable K-Map 

The number of cells in 2 variable K-map is four, since the number of variables is two. The 

following figure shows 2 variable K-Map. 

 

• There is only one possibility of grouping 4 adjacent min terms. 

• The possible combinations of grouping 2 adjacent min terms are {(m0, m1), (m2, m3), 

(m0, m2) and (m1, m3)}. 

3 Variable K-Map 

The number of cells in 3 variable K-map is eight, since the number of variables is three. The 

following figure shows 3 variable K-Map. 

 

• There is only one possibility of grouping 8 adjacent min terms. 

• The possible combinations of grouping 4 adjacent min terms are {(m0, m1, m3, m2), 

(m4, m5, m7, m6), (m0, m1, m4, m5), (m1, m3, m5, m7), (m3, m2, m7, m6) and (m2, m0, 

m6, m4)}. 

• The possible combinations of grouping 2 adjacent min terms are {(m0, m1), (m1, m3), 

(m3, m2), (m2, m0), (m4, m5), (m5, m7), (m7, m6), (m6, m4), (m0, m4), (m1, m5), (m3, m7) 

and (m2, m6)}. 

• If x=0, then 3 variable K-map becomes 2 variable K-map. 
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4 Variable K-Map 

The number of cells in 4 variable K-map is sixteen, since the number of variables is four. The 

following figure shows 4 variable K-Map. 

 

• There is only one possibility of grouping 16 adjacent min terms. 

• Let R1, R2, R3 and R4 represents the min terms of first row, second row, third row and 

fourth row respectively. Similarly, C1, C2, C3 and C4represents the min terms of first 

column, second column, third column and fourth column respectively. The possible 

combinations of grouping 8 adjacent min terms are {(R1, R2), (R2, R3), (R3, R4), (R4, 

R1), (C1, C2), (C2, C3), (C3, C4), (C4, C1)}. 

• If w=0, then 4 variable K-map becomes 3 variable K-map. 

Minimization of Boolean Functions using K-Maps 

If we consider the combination of inputs for which the Boolean function is ‘1’, then we will 

get the Boolean function, which is in standard sum of products form after simplifying the 

K-map. 

Similarly, if we consider the combination of inputs for which the Boolean function is ‘0’, then 

we will get the Boolean function, which is in standard product of sums form after 

simplifying the K-map. 

Follow these rules for simplifying K-maps in order to get standard sum of products form. 

• Select the respective K-map based on the number of variables present in the Boolean 

function. 

• If the Boolean function is given as sum of min terms form, then place the ones at 

respective min term cells in the K-map. If the Boolean function is given as sum of 

products form, then place the ones in all possible cells of K-map for which the given 

product terms are valid. 
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• Check for the possibilities of grouping maximum number of adjacent ones. It should 

be powers of two. Start from highest power of two and upto least power of two. 

Highest power is equal to the number of variables considered in K-map and least 

power is zero. 

• Each grouping will give either a literal or one product term. It is known as prime 

implicant. The prime implicant is said to be essential prime implicant, if atleast 

single ‘1’ is not covered with any other groupings but only that grouping covers. 

• Note down all the prime implicants and essential prime implicants. The simplified 

Boolean function contains all essential prime implicants and only the required prime 

implicants. 

Note 1 − If outputs are not defined for some combination of inputs, then those output values 

will be represented with don’t care symbol ‘x’. That means, we can consider them as either 

‘0’ or ‘1’. Note 2 − If don’t care terms also present, then place don’t cares ‘x’ in the respective 

cells of K-map. Consider only the don’t cares ‘x’ that are helpful for grouping maximum 

number of adjacent ones. In those cases, treat the don’t care value as ‘1’. 

1.5. THE TABULATION METHOD   (QUINE-MC CLUSKEY ALGORITHM)  

For function of five or more variables, it is difficult to be sure that the best selection is made. 

In such case, the tabulation method can be used to overcome such difficulty. The tabulation 

method was first formulated by Quine and later improved by McCluskey. It is also known as 

Quine-McCluskey method.  

The Quine–McCluskey algorithm (or the method of prime implicants) is a method used for 

minimization of boolean functions. It is functionally identical to Karnaugh mapping, but the 

tabular form makes it more efficient for use in computer algorithms, and it also gives a 

deterministic way to check that the minimal form of a Boolean function has been reached.   

The method involves two steps:  

• Finding all prime implicants of the function.   

• Use those prime implicants in a prime implicant chart to find the essential prime 

implicants of the function, as well as other prime implicants that are necessary to cover 

the function.  
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Finding prime implicants    :   Minimizing an arbitrary function: 

       A B C D   f  

 m0   0 0 0 0   0  

 m1   0 0 0 1   0   

m2   0 0 1 0   0  

m3   0 0 1 1   0  

m4   0 1 0 0   1   

m5   0 1 0 1   0   

m6   0 1 1 0   0   

m7   0 1 1 1   0   

m8   1 0 0 0   1   

m9   1 0 0 1   x  

m10   1 0 1 0   1  

m11   1 0 1 1   1  

m12   1 1 0 0   1  

m13   1 1 0 1   0  

m14   1 1 1 0   x  

m15   1 1 1 1   1 

One can easily form the canonical sum of products expression from this table, simply by 

summing the minterms (leaving out don't-care terms) where the function evaluates to one:  

F(A,B,C,D) = A′BC′D′ + AB′C′D′ + AB′CD′ + AB′CD + ABC′D′ + ABCD   

Of course, that's certainly not minimal. So to optimize, all minterms that evaluate to one are 

first placed in a minterm table. Don't-care terms are also added into this table, so they can be 

combined with minterms: 

Number of 1s  Minterm  Binary Representation 

 

At this point, one can start combining minterms with other minterms. If two terms vary by 

only a single digit changing, that digit can be replaced with a dash indicating that the digit 

doesn't matter. Terms that can't be combined any more are marked with a "*". When going 

from Size 2 to Size 4, treat '-' as a third bit value. Ex: -110 and -100 or -11- can be combined, 

but not -110 and 011-. (Trick: Match up the '-' first.) 
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At this point, the terms marked with * can be seen as a solution. That is the solution is   

F=AB′+AD′+AC+BC′D′  

If the karnaugh map was used, we should have obtain an expression simplier than this. 

Prime implicant chart  

None of the terms can be combined any further than this, so at this point we construct an 

essential prime implicant table. Along the side goes the prime implicants that have just been 

generated, and along the top go the minterms specified earlier. The don't care terms are not 

placed on top - they are omitted from this section because they are not necessary inputs.  
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Module 4  

Feedback and Oscillator Circuits 

4.1 Feedback Concepts 

A typical feedback connection is shown in Fig. 4.1. The input signal Vs is applied to a mixer 

network, where it is combined with a feedback signal Vf . The difference of these signals Vin is 

then the input voltage to the amplifier. A portion of the amplifier output Vout is connected to the 

feedback network (β), which provides a reduced portion of the output as feedback signal to the 

input mixer network. If the feedback signal is of opposite polarity to the input signal, as shown 

in Fig. 4.1, negative feedback results. While negative feedback results in reduced overall 

voltage gain, but a number of improvements obtained are 

1. Higher input impedance.  

2. Better stabilized voltage gain. 

3. Improved frequency response. 

4. Lower output impedance. 

5. Reduced noise.  

6. More linear operation. 

 

 

 

 

 

 

 

 

 

Fig 4.1: Simple Block Diagram of Feedback Amplifier  

Vin 

Vout 

(output 

signal) 

Vs (input 

signal) 

Vf 

Feedback Amplifier 
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Fig 4.2(a): Negative Feedback                               Fig 4.2(b): Positive Feedback 

The above figure 4.2(a) and 4.2(b) shows positive and negative feedback circuits. 

If the feedback energy (voltage or currents), is out of phase with the input signal then it is 

Negative feedback. Negative feedback reduces gain of the amplifier. It also reduces distortion, 

noise and instability. This feedback increases bandwidth and improves input and output 

impedances. Due to these advantages, the negative feedback is frequently used in amplifiers. 

If the feedback energy (voltage or currents), is in phase with the input signal then it is positive 

feedback. Positive feedback increases gain of the amplifier also increases distortion, noise and 

instability. Because of these disadvantages, positive feedback is not often used in amplifiers. 

But the positive feedback is used in oscillators. 

4.2 Feedback Connection Types 

There are four basic ways of connecting the feedback signal. Both voltage and current 

can be fed back to the input either in series or parallel. Specifically, there are four types of 

feedback: 

1. Voltage-series feedback. 

2. Voltage-shunt feedback. 

3. Current-series feedback. 

4. Current-shunt feedback. 
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In the above mentioned four types  

➢ voltage refers to connecting the output voltage as input to the feedback network;  

➢ current refers to tapping off some output current through the feedback network.  

➢ Series refers to connecting the feedback signal in series with the input signal voltage;  

➢ shunt refers to connecting the feedback signal in shunt (parallel) with an input current 

source. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.3: Feedback Connections 

All four types of feedback connections are as shown in above figure 4.3. 

Series feedback connections tend to increase the input resistance, while shunt feedback 

connections tend to decrease the input resistance. Voltage feedback tends to decrease the output 

impedance, while current feedback tends to increase the output impedance. 
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4.2.1 Gain with Feedback 

The gain of each of the feedback circuit connections are examined in this section.  

4.2.1.1 Voltage-Series Feedback 

 

 

 

 

 

 

 

 

Fig 4.4: Voltage Series Feedback 

Figure 4.4 shows the voltage-series feedback connection with a part of the output voltage(Vo) 

fed back in series with the input signal(Vs), resulting in an overall gain reduction. If there is no 

feedback (Vf), the voltage gain (A) of the amplifier stage is given by 

                                                                                                                           

 

 

 

 

                                                                                                      

                                                                                                                      

Equation (4.2) shows that the gain with feedback is the amplifier gain reduced by the factor 

(1+βA). This factor will be seen also to affect input and output impedance among other circuit 

features. 

 

. . . . . . . . . . . . . . (4.1) 

. . . . . . . . . . . . . . (4.2) 
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4.2.1.2 Voltage-Shunt Feedback 

 

 

 

 

 

 

Fig 4.5: Voltage Shunt Feedback 

Figure 4.5 shows the voltage-shunt feedback connection with a part of the output voltage (Vo) 

fed back in series with the input signal(Is), if there is no feedback (If), the gain (A) of the 

amplifier stage is given by  

 

 

 

 

 

 

 

 

 

 

 

 

Equation (4.5) shows that the gain with feedback is the amplifier gain reduced by the factor 

(1+βA). This factor will be seen also to affect input and output impedance among other circuit 

features. 
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4.2.1.3 Current-Series Feedback 

 

 

 

 

 

 

Fig 4.6: Current Series Feedback 

Figure 4.5 shows the voltage-shunt feedback connection with a part of the output current (Io) 

fed back in series with the input signal (Vs), if there is no feedback (Vf), the gain (A) of the 

amplifier stage is given by  

 

 

 

 

 

 

 

 

 

 

 

 

Equation (4.8) shows that the gain with feedback is the amplifier gain reduced by the factor 

(1+βA). This factor will be seen also to affect input and output impedance among other circuit 

features. 
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4.2.1.4 Current-Series Feedback 

 

 

 

 

 

 

Fig 4.7: Current Shunt Feedback 

Figure 4.5 shows the voltage-shunt feedback connection with a part of the output current (Io) 

fed back in series with the input signal (Is), if there is no feedback (If), the gain (A) of the 

amplifier stage is given by  

 

 

 

 

 

 

 

 

 

 

 

 

Equation (4.11) shows that the gain with feedback is the amplifier gain reduced by the factor 

(1+βA). This factor will be seen also to affect input and output impedance among other circuit 

features. 
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4.2.2 Input Impedance and Output Impedance 

The input and output impedance of each of the feedback circuit connections are examined in 

this section.  

4.2.2.1 Voltage-Series Feedback 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.8: Voltage Series Feedback Connection 

 

From the equation 4.16 the input impedance with voltage series feedback is seen to be the 

value of the input impedance without feedback multiplied by the factor (1+𝛽A). 
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4.2.2.1 Voltage-Shunt Feedback 

 

 

 

 

 

 

Fig 4.9: Voltage Shunt Feedback Connection 
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4.2.2.3 Current Series Feedback 

 

 

 

 

 

 

 

Fig 4.10: Current Series Feedback Connection 
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4.2.2.4 Current Shunt Feedback 
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Summary of Feedback Concepts: 

 

 

 

 

 

 

 

 

 

Problems on Feedback Connections: 
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4.3 Oscillator Operation 

An oscillator is a circuit that produces a periodic waveform on its output with only the dc 

supply voltage as an input. The output voltage can be either sinusoidal or non-sinusoidal, 

depending on the type of oscillator.  

The use of positive feedback that results in a feedback amplifier having closed-loop gain |Af| 

greater than 1 and satisfies the phase conditions will result in operation as an oscillator circuit. 

An oscillator circuit then provides a varying output signal. If the output signal varies 

sinusoidally, the circuit is referred to as a sinusoidal oscillator. If the output voltage rises 

quickly to one voltage level and later drops quickly to another voltage level, the circuit is 

generally referred to as a pulse or square-wave oscillator. 

 

 

 

 

 

 

Fig 4.14: Feedback circuit used as an oscillator 

To understand how a feedback circuit performs as an oscillator, consider the feedback circuit 

of Fig. 4.14. When the switch at the amplifier input is open, no oscillation occurs. Consider 

that we have some voltage at the amplifier input (Vi).  This results in an output voltage                

Vo = AVi after the amplifier stage and in a voltage Vf = βAVi after the feedback stage. 

 Thus, we have a feedback voltage Vf = βAVi, where A is referred to as the loop gain. If the 

circuits of the base amplifier and feedback network provide βA of a correct magnitude and 

phase, Vf can be made equal to Vi. Then, when the switch is closed and voltage Vi is removed, 

the circuit will continue operating since the feedback voltage is sufficient to drive the amplifier 

and feedback circuits resulting in a proper input voltage to sustain the loop operation. The 

output waveform will still exist after the switch is closed if the condition βA=1 This is known 

as the Barkhausen criterion for oscillation. 

The condition βA =1 is known as Barkhausen criteria. It implies 

(1) Magnitude of the loop gain βA = 1 

(2) Phase shift over the loop = 0 0r 360 degrees. 
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If βA  is made greater than 1 and the system is started oscillating by amplifying noise voltage, 

which is always present. Saturation factors in the practical circuit provide an “average” value 

of βA of 1. The resulting waveforms are never exactly sinusoidal. However, the closer the value 

βA is to exactly 1, the more nearly sinusoidal is the waveform. Figure 4.15 shows how the 

noise signal results in a buildup of a steady-state oscillation condition. 

 

 

 

Fig 4.15: Buildup of steady-state oscillations. 

4.4 FET Phase Shift Oscillator 

A practical version of a FET phase-shift oscillator circuit is shown in 14.16. The circuit is drawn to 

show clearly the amplifier and feedback network. The amplifier stage is self-biased with a capacitor 

bypassed source resistor Rs and a drain bias resistor RD. The FET device parameters of interest are gm 

and rd. From FET amplifier theory, the amplifier gain magnitude is calculated from  

|A|=gmRL 

Where RL in this case is the parallel resistance of RD and rd, i.e  

         

 

The RC Oscillator which is also called a Phase Shift Oscillator, produces a sine wave output 

signal using regenerative feedback from the resistor-capacitor combination. This regenerative 

feedback from the RC network is due to the ability of the capacitor to store an electric charge, 

(similar to the LC tank circuit). This resistor-capacitor feedback network can be connected as 

shown in figure 14.16 to produce a leading phase shift (phase advance network) or interchanged 

to produce a lagging phase shift (phase retard network) the outcome is still the same as the sine 

wave oscillations only occur at the frequency at which the overall phase-shift is 3600. By 
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varying one or more of the resistors or capacitors in the phase-shift network, the frequency can 

be varied and generally this is done using a 3-ganged variable capacitor. 

 

 

 

 

 

 

 

 

 

 

Fig 4.16: Practical FET phase-shift oscillator circuits 

If all the resistors, R and the capacitors, C in the phase shift network are equal in value, then 

the frequency of oscillations produced by the RC oscillator is given as: 

 

 

 

Where: ƒ is the Output Frequency in Hertz R is the Resistance in Ohms C is the Capacitance 

in Farads N is the number of RC stages. (in our example N = 3). 

We shall assume as a very good approximation that the input impedance of the FET amplifier 

stage is infinite. This assumption is valid as long as the oscillator operating frequency is low 

enough so that FET capacitive impedances can be neglected. The output impedance of the 

amplifier stage given by RL should also be small compared to the impedance seen looking into 

the feedback network so that no attenuation due to loading occurs. In practice, these 

considerations are not always negligible, and the amplifier stage gain is then selected somewhat 

larger than the needed factor of 29 to assure oscillator action. 

BJT Phase Shift Oscillator:  

If a transistor is used as the active element of the amplifier stage, the output of the feedback 

network is loaded appreciably by the relatively low input resistance (hie) of the transistor. Of 

course, an emitter-follower input stage followed by a common-emitter amplifier stage could be 

used. If a single transistor stage is desired, however, the use of voltage-shunt feedback (as 
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shown in Figure 4.17) is more suitable. In this connection, the feedback signal is coupled 

through the feedback resistor R` in series with the amplifier stage input resistance (Ri). Analysis 

of the ac circuit provides the following equation for the resulting oscillator frequency: 

Figure 4.17 shows Practical BJT phase-shift oscillator circuits. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.17: Practical BJT phase-shift oscillator circuits 

4.5 Wein Bridge Oscillator 

A Wien-Bridge Oscillator is a type of phase-shift oscillator which is based upon a Wien-Bridge 

network comprising of four arms connected in a bridge fashion. Here two arms are purely 

resistive while the other two arms are a combination of resistors and capacitors. In particular, 

one arm has resistor and capacitor connected in series (R1 and C1) while the other has them in 

parallel (R2 and C2 ). This indicates that these two arms of the network behave identical to that 

of high pass filter or low pass filter.  

 

 

 

 

 

 

 

 

Fig 4.18: Wein Bridge Oscillator using op-amp amplifier 
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Wien-bridge oscillators can even be designed using Op-Amps as a part of their amplifier 

section, as shown by Figure 4.18. However, it is to be noted that, here, the Op-Amp is required 

to act as a non-inverting amplifier as the Wien-Bridge network offers zero phase-shift. Further, 

from the circuit, it is evident that the output voltage is fed back to both inverting and 

noninverting input terminals. At resonant frequency, the voltages applied to the inverting and 

noninverting terminals will be equal and in-phase with each other. However, even here, the 

voltage gain of the amplifier needs to be greater than 3 to start oscillations and equal to 3 to 

sustain them. In general, these kinds of Op-Amp-based Wien Bridge Oscillators cannot operate 

above 1 MHz due to the limitations imposed on them by their open-loop gain. 

The resonant frequency for a Wein Bridge Oscillator is calculated using the following formula, 

 

 

 

 

 

 

4.6 Tuned Oscillator Circuit 

A variety of circuits can be built using that shown in Fig. 4.19 by providing tuning in both the 

input and output sections of the circuit. Analysis of the circuit of Fig. 4.19 reveals that the 

following types of oscillators are obtained when the reactance elements are as designated: 

 

 

 

 

 

 

 

 

Fig 4.19: Basic configuration of resonant circuit oscillator 
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4.6.1 Hartley Oscillator 

Hartley Oscillator is a type of harmonic oscillator which was invented by Ralph Hartley in 

1915. These are the Tuned Circuit Oscillators which are used to produce the waves in the range 

of radio frequency and hence are also referred to as RF Oscillators. Its frequency of oscillation 

is decided by its tank circuit which has a capacitor connected in parallel with the two serially 

connected inductors, as shown by Figure 4.20. 

 

 

 

 

 

 

 

 

 

 

 

 

     Fig 4.20: Transistor Hartley Oscillator circuit 

Here the RFC is the radio frequency choke which allows only DC component, while the emitter 

resistor RE forms the stabilizing network. Further the resistors R1 and R2 form the voltage 

divider bias network for the transistor in common-emitter CE configuration. Next, the 

capacitors Cc and CL are the input and output decoupling capacitors while the emitter capacitor 

CE is the bypass capacitor used to bypass the amplified AC signals. All these components are 

identical to those present in the case of a common-emitter amplifier which is biased using a 

voltage divider network. However, Figure 4.20 also shows one more set of components viz., 

the inductors L1 and L2 and the capacitor C which form the tank circuit.  

On switching ON the power supply, the transistor starts to conduct, leading to an increase in 

the collector current, Ic which charges the capacitor C. On acquiring the maximum charge 

feasible, C starts to discharge via the inductors L1 and L2. This charging and discharging cycles 

result in the damped oscillations in the tank circuit. The oscillation current in the tank circuit 

produces an AC voltage across the inductors L1 and L2which are out of phase by 1800 as their 

point of contact is grounded. Further from the figure, it is evident that the output of the amplifier 

is applied across the inductor L1 while the feedback voltage drawn across L2 is applied to the 
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base of the transistor. Thus, one can conclude that the output of the amplifier is in phase with 

the tank circuit’s voltage and supplies back the energy lost by it while the energy fed back to 

amplifier circuit will be out-of-phase by 1800. The feedback voltage which is already 180o out-

of-phase with the transistor is provided by an additional 1800 phase-shift due to the transistor 

action. Hence the signal which appears at the transistor’s output will be amplified and will have 

a net phase-shift of 3600. 

The inductors L1 and L2have a mutual coupling, M, which must be taken into account in 

determining the equivalent inductance for the resonant tank circuit. The circuit frequency of 

oscillation is then given approximately by  

  

 

 

 

 

FET Hartley Oscillator Circuit: 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.21: FET Hartley Oscillator circuit 

The FET Hartley Oscillator circuit is as shown in the figure 4.21, the working is similar to transistor Hartley 

Oscillator circuit. 
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4.6.2 Colpitts Oscillator 

Colpitts Oscillator is a type of LC oscillator which falls under the category of Harmonic 

Oscillator and was invented by Edwin Colpitts in 1918. Figure 4.22 shows a typical Colpitts 

oscillator with a tank circuit in which an inductor L is connected in parallel to the serial 

combination of capacitors C1 and C2. Other components in the circuit are the same as that found 

in the case of common-emitter CE which is biased using a voltage divider network i.e. RFC is 

the radio frequency choke which allows DC components, RE is the emitter resistor which is 

used to stabilize the circuit and the resistors R1 and R2 form the voltage divider bias network. 

Further, the capacitors Cc are the input coupling capacitor while the emitter capacitor CE is the 

bypass capacitor used to bypass the amplified AC signals 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.22: Transistor Colpitts Oscillator circuit 

As the power supply is switched ON, the transistor starts to conduct, increasing the collector 

current IC due to which the capacitors C1 and C2 get charged. On acquiring the maximum charge 

feasible, they start to discharge via the inductor L. During this process, the electrostatic energy 

stored in the capacitor gets converted into magnetic flux which in turn is stored within the 

inductor in the form of electromagnetic energy. Next, the inductor starts to discharge which 

charges the capacitors once again. Likewise, the cycle continues which gives rise to the 

oscillations in the tank circuit. 

Further the figure shows that the output of the amplifier appears across C1 and thus is in-phase 

with the tank circuit’s voltage and makes-up for the energy lost by re-supplying it. On the other 
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hand, the voltage feedback to the transistor is the one obtained across the capacitor C2, which 

means the feedback signal is out-of-phase with the voltage at the transistor by 1800. This is due 

to the fact that the voltages developed across the capacitors C1 and C2 are opposite in polarity 

as the point where they join is grounded. Further, this signal is provided with an additional 

phase-shift of 1800 by the transistor which results in a net phase-shift of 3600 around the loop, 

satisfying the phaseshift criterion of Barkhausen principle. 

At this state, the circuit can effectively act as an oscillator producing sustained oscillations by 

carefully monitoring the feedback ratio given by (C1/C2). The frequency of such a Colpitts 

Oscillator depends on the components in its tank circuit and is given by  

 

 

 

 

 

 

Where, the Ceq is the effective capacitance of the capacitors expressed as shown in above 

equation. 

FET Colpitts Oscillator circuit: 

FET Colpitts Oscillator circuit is as shown in below figure 4.23.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4.22: Transistor Colpitts Oscillator circuit 
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4.7 Crystal Oscillator 

A crystal oscillator is basically a tuned-circuit oscillator using a piezoelectric crystal as a 

resonant tank circuit. The crystal (usually quartz) has a greater stability in holding constant at 

whatever frequency the crystal is originally cut to operate. Crystal oscillators are used 

whenever great stability is required, such as in communication transmitters and receivers. 

Characteristics of a Quartz Crystal 

A quartz crystal (one of a number of crystal types) exhibits the property that when mechanical 

stress is applied across the faces of the crystal, a difference of potential develops across 

opposite faces of the crystal. This property of a crystal is called the piezoelectric effect. 

 

 

 

 

 

 

 

 

Fig 4.23: Electrical equivalent circuit of a crystal 

When alternating voltage is applied to a crystal, mechanical vibrations are set up—these 

vibrations having a natural resonant frequency dependent on the crystal. Although the crystal 

has electromechanical resonance, we can represent the crystal action by an equivalent electrical 

resonant circuit as shown in Fig. 14.23.  

The inductor L and capacitor C represent electrical equivalents of crystal mass and compliance, 

while resistance R is an electrical equivalent of the crystal structure’s internal friction. The 

shunt capacitance CM represents the capacitance due to mechanical mounting of the crystal. 

 

 

 

 

 

When the frequency of ac source signal is equal to the frequency fs the current through the 

crystal becomes maximum (Imax), this condition is called series resonance and fs is called the 

series resonant frequency. 
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When the frequency of ac source signal is equal to the frequency fp the current through the 

crystal becomes minimum (Imin), this condition is called parallel resonance and fp is called the 

parallel resonant frequency. 

Series-Resonant Circuit:  

To excite a crystal for operation in the series-resonant mode, it may be connected as a series 

element in a feedback path. At the series-resonant frequency of the crystal, its impedance is 

smallest and the amount of (positive) feedback is largest. A typical transistor circuit is shown 

in Fig. 4.24(a). Resistors R1, R2, and RE provide a voltage divider stabilized dc bias circuit. 

Capacitor CE provides ac bypass of the emitter resistor, and the RFC coil provides for dc bias 

while decoupling any ac signal on the power lines from affecting the output signal. The voltage 

feedback from collector to base is a maximum when the crystal impedance is minimum (in 

series-resonant mode).  

 

 

 

 

 

 

 

 

 

Fig 4.24: Crystal-controlled oscillator using crystal in series-feedback (a) BJT (b) FET 

The coupling capacitor Cc has negligible impedance at the circuit operating frequency but 

blocks any dc between collector and base. The resulting circuit frequency of oscillation is set, 

then, by the series-resonant frequency of the crystal. Changes in supply voltage, transistor 

device parameters, and so on have no effect on the circuit operating frequency, which is held 

stabilized by the crystal. The circuit frequency stability is set by the crystal frequency stability, 

which is good. The frequency of circuit operating in series-resonant mode is given by 
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Parallel-Resonant Circuit:  

  

 

 

 

 

                   

 

   

 

 

Fig 4.25: Crystal-controlled oscillator operating in parallel-resonant mode. 

Since the parallel-resonant impedance of a crystal is a maximum value, it is connected in shunt. 

At the parallel-resonant operating frequency, a crystal appears as an inductive reactance of 

largest value. Figure 4.25 shows a crystal connected as the inductor element in a modified 

Colpitts circuit. tor element in a modified Colpitts circuit. The basic dc bias circuit should be 

evident. Maximum voltage is developed across the crystal at its parallel-resonant frequency. 

The voltage is coupled to the emitter by a capacitor voltage divider—capacitors C1 

and C2. The frequency of circuit operating in parallel-resonant mode is given by 

 

 

where, 

 

The value of Cais usually very large as compared to C. Therefore, the value of CT is 

approximately equal to C and hence the series resonant frequency is approximately equal to 

the parallel resonant frequency (i.e., fs = fp). 
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SYLLABUS 
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Basic Concepts: Practical sources, Source transformations, Network reduction using Star – Delta 

transformation, Loop and node analysis With linearly dependent and independent sources for DC and 

AC networks, Concepts of super node and super mesh. 
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theorems and Maximum Power transfer theorem. 
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Module 1: Basic Circuit Concepts 
Circuit Elements: 

Any two terminal circuit components are called circuit elements. 

Types: 

1) Active elements: Deliver the energy to the network 

Examples: Voltage Source, Current Source 

2) Passive elements: Absorb the energy from the network 

Examples: Resistors, Capacitors, Inductors 

Network:  

Interconnection of two are more circuit elements is called network  

                          

Circuit: 

Network with at least one closed path is called circuit  

 

Note: Every circuit is a network but all networks are not circuits  

Network Terminology 

 

• Branch  

 A branch represents a single element, such as a resistor or a battery 
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• Node  

 A node is the point or junction in a circuit connecting two or more branches or circuit 

elements. The node is usually indicated by a dot (.) in a circuit  

• Loop  

 A loop is any closed path in a circuit 

• Mesh  

 It is a loop that contains no other loop within it.  

Energy sources: 

Energy sources 

    

Voltage source  Current source 

   

      Ideal VS  Practical VS           Ideal CS           Practical CS 

Ideal VS: 

 Whose internal resistance is zero 

 Irrespective of the load current, terminal voltage is constant 

 

Practical VS: 

 Which has finite internal resistance and connected in series with the source 

 Terminal voltage decreases with increase in load current 
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Ideal CS: 

 Has infinite internal resistance 

 Irrespective of the load voltage, terminal current is constant 

 

Practical CS: 

 Has finite internal resistance 

 Terminal current decreases with increase in load current 

 

Dependent sources/ Controlled sources: 

• Sources whose voltage/current depends on voltage/current that appears at some other location of the 

network. 

• Represented by diamond symbol 

• 4 types  
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Classification of Networks: 

1) Linear and Non linear networks 

 A Linear circuit is one whose parameter are constant i.e., they do not change with voltage or current. 

Examples: Network consisting of R, L and C 

  A Non linear circuit is one whose parameters change with voltage or current.  

Examples: Network consisting of diode and transistor 

2) Unilateral and Bilateral networks 

  The circuit whose properties or characteristics change with the direction of its operation is said to be 

Unilateral.  

Examples: A diode rectifier is a unilateral, because it cannot perform rectification in both directions.  

 A Bilateral circuit is one whose properties or characteristics are the same in either direction. 

Examples: R, L & C.  

3) Active and Passive network 

 Network consisting of only passive elements is called Passive network 

Examples: Network consisting of R, L and C 

 Network consisting of at least one active element is called Active network 

Examples: Network consisting VS and CS 

4) Lumped and Distributed network 

 Network in which elements are physically separable is called Lumped network. 

Examples: R, L and C 

 Network in which elements cannot be physically separable is called Distributed network. 

Examples: Transmission lines having R, L, C all along their length.  
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Source Transformation 

Source Transformation involves the transformation of voltage source to its equivalent current source and vice-

versa. 

Consider a voltage source with series resistance R and a current source with same resistance R in parallel as 

shown below. 

Fig: Voltage source    Fig: Current source 

The terminal voltage and current relationship in the case of voltage source is; 

v1 = v – i1 R …… (1) 

The terminal voltage and current relationship in the case of current source is; 

i1= i - v1/ R 

v1 = i R- i1R …… (2) 

If the voltage source above has to be equivalently transformed to or represented by a current source then the 

terminal voltages and currents have to be same in both cases. 

This means eqn. (1) should be equal to eqn. (2).  

This implies,  

v= i R  

or 

i = v / R…(3) 

If eqn.(3) holds good, then the voltage source above can be equivalently transformed to or represented by, the 

current source shown above and vice-versa. 

 

 

a 

b 

a 
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Examples: 

 

 

 

Combination of sources: 

1. Two ideal voltage sources in series 

 

2. Two ideal voltage sources in parallel 

 

3. Two ideal current sources in parallel 
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4. Two ideal current sources in series 

 

5. Two practical voltage sources in series 

 

6. Two practical voltage sources in parallel 

 

7. Two practical current sources in series 
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8. Two practical current sources in parallel 
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